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IMPROVED ST. CLAIR RLVER DYXAWC ?‘L.O!i MODELS &NC SOMP.nRi,SON ,INALYSISX

Jan A. Derecki and Raymond N. K.riZzy

The St. Clair River dynamic flow models, modifiei to pr::vide
better channel definition, to include additional discharge ril?:r;-re-
ments for model calibration, and to incorporate wind stress effects
on river flows, are described and cornTared  for daily flow differen-
ces resulting from channel definition improvenentc, wind effects,
time scale effects, and a combination of these faztcrs. Ail tt1i
St. Clair River models are derived for tke upper river channel,
spanning approximately one-third of the river. Model 1, with the
steepest river slope, is for the headwaters (upper) reach; Model 2
overlaps most of the same reach, but starts farther down tt!e river:
finally, Model 3, with reduced slope, covers the l~o;uer rtxh.
Model improvements due to additional measurements and better chsn-
nel definition produced somewhat higher river flows, averaging 3
percent and 4 percent for the upper and lower models, respectively.
The effects of wind stress and the selection of daily or hourly
computational time scales are generally insignificant, with highest
effects for the lower model, where wind produced a small increase
(1 percent) in the number of days with significant fiow differen--
ces. This difference is defined as a flow difference in excess of
2 percent of the total flow, which represents practical accu;:acy
for flow measurements. The largest flow differences are obtaiued
from comparisons of different models, with only a small influence
exerted by various model configurations (wind, time scali)~ The
number of days with significant flow differences for all com-
parisons between various  models was 45 percent, vary1r.g be:ween 54
percent, 48 percent, and 35 percent for Models 1 - 2, L - 3, and
2 - 3, respectively. These large percentages of days with signifi-
cant flow differences are reduced drastically for higher percent
flow differences (lo-percent average at the S-percent level) 5nd
are caused to a large extent by ice effects during winter.
Generally, the accuracy of various models is compatible within 5
percent of flow for the open-water season, but may exceed 15 per-
cent of flow for the ice-cover season because of ice Effects.
Model 1, with the upper gage nearly on the lake and the steepest
river slope, is less susceptible to ice effects and is considered
more accurate for the ice-cover season than the other two models,
which are progressively more susceptible to ice effects.

*GLERL Contribution No. 260.



1. INTRODUCTION

The Detroit and St. Clair River dynamic flow models have been used for
computing flows in the two rivers on various time scales for a number of
years. These models, which disregard wind stress effects, are described by
Quinn and Hagman (1977),  but until recently, detailed comparisons of flows
obtained for each river with different models had not been presented. A
comparison for the Detroit River that analyzes flow differences due to
hourly and daily computational time scales (intervals) and to wind
'stress effect modifications on both time scales is presented by Quinn
(1980a). The wind stress effects are also described by Quinn (1980b).  In
the present study, there is a similar comparison for the St. Clair River
flows, but in addition the St. Clair River models have been modified and
recalibrated to provide better channel definition (improved resolution) and
to include additional discharge measurements (1973 and 1977) that were not
available during initial calibration. For comparison purposes, the improved
models are designated as NEW, while previous models are designated as OLD.
The flow comparison analysis is intended to serve as a guideline for the
proper selection among the available models, with different configurations
(wind, time scale) for specific applications.

2. PROCEDURE

The existing St. Clair River transient models (Quinn and Hagman,  1977)
include complete one-dimensional equations of continuity and motion, but
neglect the effects of wind stress and ice. The equations of continuity and
motion are expressed in terms of flow and stage

i3Zat+++ 0 (1)

and

184- - - 2QTZ.(g- g n2 Ql Ql- -
A at A2 at 2.208 A2 R413 = ' '

(2)

where:

Q = flow rate,
Z = stage above a fixed datum,
X = distance in the positive flow direction,
t = time,
A = channel cross-sectional area,
T = water surface at top width of the channel,
g = acceleration due to gravity,
R = hydraulic radius, and
n = Manning's roughness coefficient.
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Modification for the wind stress effects was made using the common drag
coefficient approach, following Quinn (lYEOb), by including the surface wind
stress term in equation (2) for momentum, as follows:

% = Pa cD u2 (3)

and

W-2QTaZ+(g-!h~a7.+ g n2 QI QI- -
A at A2 at A3 ax 2.208 A2 R4j3

-Jgu’cos(~- cdIcos(~- a) 1 CD T = 0,

A
(4)

where:

% = surface wind stress term,

pa = air density (1.25 x lo3 gm m-3)
= drag coefficient (1.2 x 10e3),

,
cD
U = wind velocity,

P = water density (1.0 x LO6 gm mw3),

@ = channel azimuth, and
DL = wind direction.

The value of the drag coefficient (CD = 1.2 x 10m3) used in the wind
stress calculations was determined during the Inter~national  Field Year for
the Great Lakes (IFYGL) investigations (Holland et al., 1981). The St.
Clair River channel azimuths ($) were determined for the mid-channel at
various sections, generally following the United States-Canadian inter-
national boundary. The OLD St. Clair River flow models were composed of two
equivalent channels, with three sections (two end sections and a mid-section
used primarily for checking computed stages and flows). In the NEW models,
with improved resolution, the number of sections was increased for better
definition of the river channel. These new sections, with gage locations,
hydraulic parameters, and channel azimuths, are listed in table 1. The wind
data used in the analysis are the instantaneous hourly and resultant daily
wind speeds and directions measured at the Sarnia Airport, Ont., for a l-yr
period (1977). Initially, 2 yr of data (1977-78) were tested, but the Fort
Gratiot gage malfunctioned frequently during 1978 and so data for the second
year had to be eliminated. The flow rates used in this study are those com-
puted at the Mouth of Black River gage section, which for most models repre-
sents the mid-section.



LU3T.E I.--St.  Ciair River hydrualic  parameters

Z&c.e) hc4tion station Width Length Azimuth Reference Base area
(ft) (ft) (ft) (") elevation

IGLD (1955)"
(ft2)

:?~rr c:ai,iDt (0T.D) 22?,97? 1,eoo
20; ,640 1,320

J,J 7::' Paper 2G7,090
206,790
206,350
206,030
205,320
'O5,03ll
204,600
204,280
203,970
202,920
LX,570
202,140
200,840
200,530
199,520
199,240
197.790

1,000 550 30 576.4 40,800
1,000 300 30 576.4 33,100
1,000 440 30 576.3 35,000

920 320 30 576.3 34,700
880 710 30 576.1 28,800
940 290 3 576.1 32,100

1,000 430 3 576.1 33,400
1,220 320 3 576.1 44,000
1,360 ~3 1 3 3 576.1 49,700
1,480 1,050 3 576.1 55,200
1,520 350 161 576.1 65,600
1,480 430 161 576.1 64,900
1,400 1,300 161 576.0 48,200
1,320 310 161 576.0 47,300
1,360 1,010 143 575.9 53,100
1,360 280 143 575.9 50,200
1,620 1,450 143 575.8 49,300
2,590 1,380 14 575.8 67,800

Mouth of Black
196;410

River 195,410
193,480
190,400

2,630 1,000 14 575.8 76,000
2,500 1,930 14 575.7 76,000
1,840 3,080 31 575.7 50,700

Dry Uock 182,480 2,180 7,920 44 575.4 58,800
170,920 1,890 11,560 14 575.1 57,100

Marysvil!e 166,980 2,250
166,480 2,400
165,930 2,630
163,380 3,490
162.810
161;350

3,290
2,660

155,470 2,640
151,480 3,120
148,430 2,420
145,980 1,840
144,970 1,960

3,940 14 574.9 68,400
500 18 574.9 68,300
550 18 574.9 64,400

2,550 la 574.9 70,700
570 18 574.9 71,600

1,460 18 574.8 64,300
5,880 177 574.7 62,600
3,990 177 574.7 75,600
3,050 10 574.5 65,900
2,450 10 574.4 54,600
1,010 10 574.4 61,500

St. Clair (OLD) 135,330 3,080 9,640 8 574.2 77,800
134,290 2,760 1,040 8 574.1 65,600

St. Clair (NEW) 132,270 2,280 2,020 8 574.1 66,300

330
30 576.7 57,500
30 576.5 45,800

*IGLD--International  Great Lakes Datum. Data in this table are listed in
English units since all computations are done in English units and the
final results listed in either English or SI system.



The various NEW and OLD St. Clair River models were run on both daily
and hourly time scales for the whole year, and the resulting average daily
flows were used in the comparison analysis. The NEW models were run both
with and without the wind stre.ss option. For this study, significant dlf-
ferences in flows are assumed when the average daily flow Jifterences be-
tween twn models or configurations are in excess of 2 percent, which repre-
sents the practical limit of accuracy for flow measurements. The cornpar: ';oii
analysis was conducted for a total of five models, consisting of three
available NEW models and two corresponding OLD models, all of which are
listed below. Each model is designated by the upper, middle, and lower
gages encompassing the upper and lower reaches of the models. These gages
are as follows: Fort Gratiot (FG), Dunn Paper (DP), Mouth of Blr.ck River
(MBR), Dry Dock (DD), and St. Clair (SC).

NEW MODELS: 1. FG-MBR-DD
2. DP-MBR-DD
3. MBR-DD-SC

OLD MODELS: 1. FG-MBR-DD
3. MBR-DD-SC

3. RESULTS

3.1 Model Calibration

Calibration of the models consisted of computing the roughness
coefficient, the unknown in the flow equation during periods of flow
measurements, for each reach in the river representing upper and lower model
reaches bounded by water level gages. The roughness coefficients for 14
set.s of flow measurements conducted by the Corps of Engineers during 1759-77
were determined from Manning's formula

1.486 A R213
*= 'I2 ,

Q (.

where:

n = Manning's roughness coefficient,
A = mean channel area,
R = hydraulic radius,
Q = flow rate,

Z" = water surface at the upstream gage,
Zd = water surface at the downstream gage,
&A = change in channel area from upstream

to downstream gage, and
L = length nf channel reach between upstream

and downstream gages.

5
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The relationships between computed roughness coefficients for channel
reaches along the upper St. Clair River and the river stages at adjacent
water level gages for the FG-MBR, DP-NBR, MBR-DD, and DD-SC reaches are
shown in figures l-4, Kespectively. From the relationships computed for
the individual sets of discharge measurements, a common best-fit rela-
tionship was derived for each reach by regression analysis (least squares)
or graphic plots (means), as shown in the figures. Some points were omitted
in this derivation to eliminate possible gage errors or questionable
measured flow values. The downstream reach (DD-SC) was affected by regimen
changes between 1959 and 1963, when the shipping lane was dredged for navi-
gational improvements. For this reach, a separate best-fit roughness
coefficient was derived for each regime, representing pre-project con-
ditions (through 1963) and current conditions (starting in 1964). The
calibrated roughness coefficients for the four reaches are summarized in
table 2.

The Fort Gratiot and St. Clair water level gages were moved in 1970,
with apparent uncompensated hydraulic effects. Although an effort was made
to measure any vertical change in the gage levels, there was a change in the
apparent hydraulic regime because of the change in location and because of a
difference in the river velocity at the new gage locations (Quinn, 1976).
From a comparison study, Quinn found that water levels from the new Fort
Gratiot gage should be reduced by 0.055 m (0.18 ft) and that water levels
from the new St. Clair gage should be increased by 0.027 m (0.09 ft) to
agree with the measurements taken prior to 1970. In the original transient
model study (Quinn and Hagman, 1977),  all the hydraulic computations of
discharge equations and model calibrations were based on the original gage
locations. In the present study, the hydraulic computations are based on a
new St. Clair gage location, with the effect of this change on model deriva-
tion (Model 3) indicated in table 1. The original Fort Gratiot gage loca-
tion was retained in the computations because the new gage displayed periods
of erratic operations (which became quite frequent during 1978) and stopped
operating completely during 1979.

3.2. Computer Programs

The revised St. Clair River models use water level and wind data from
computer disk pack files. Two generalized versions for the daily and hourly
models, respectively, were prepared and stored in the computer files, with
options for various model versions (Model 1, 2, or 3), which can be operated
either with or without wind input. The models, operated on hourly or daily
computational time scales, also list average values for daily or monthly
intervals, respectively. A seldom used monthly computational time scale for
the monthly output option of the original models was eliminated. All basic
data, data input, and hydraulic computations are in English units; the final
results can be listed in either English or SI systems. The generalized
daily St. Clair River dynamic flow model is listed in appendix A (figure
A-44), and an example of the output is shown (table A-9).

6
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TABLE Z.--St. Ctai~ River Manning's roughness coefficients

Reach

FG-MBR

UP-MBR

MBR-DD

DD-SC

Roughness coefficient (o)

n = 0.0003506 (FG) - 0.17218

n = 0.0002297 (DP) - 0.10278

n = 0.0225

a) Current regime: n = 0.0240
(starting in 1964)

b) Pre-project regime: n = 0.0252
(through 1963)

3.3. Comparison of NEW and OLD Models

The effects of model improvements due to better resolution and addi-
tional flow measurements for model calibration are analyzed from comparison
of daily flow differences, on both daily and hourly time scales, between the
NBW and OLD models. Models 1 and 3, representing upper and lower models,
respectively, are used in this comparison analysis, which excludes the wind
option since OLD models do not have this capability. All comparisons of
daily flow differences for each model configuration consist of histograms
and cumulative frequency curves, which are designated (a) and (b), respec-
tively, in the flow comparison figures. These flow comparison figures
comprise 35 sets (a and b) of figures, which are placed on MICROFICHE
attached to the report. Results for each major grouping of comparisons for
the percentage of days with significant flow differences, defined as flow
differences in excess of 2 percent of total flow, along with other
designated percentages, are summarized in the accompanying tables. The 2
percent of flow value represents accuracy of flow measurements and indicates
a practical zero difference for flow computations. During the period of
study (1977),  several water level gages had periods of missing data. All
days with 6 or more hours of missing data for a particular model flow com-
putation (upper and lower gages) were eliminated from the comparison of
daily flow differences. The 6-hr restriction was selected from a comparison
analysis, which showed that generally no additional accuracy in daily flows
was obtained with more severe restrictions.
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The effects of model improvements are shown in figures M-5 to M-8 and
summarized in table 3. The NEW models produced somewhat higher flows,
averaging about 3 percent for Model 1 and 4 percent for Model 3. These flow
differences are quite consistent with relatively small scatter varying in
range from 30 to 100 m3 s-1 of flow differences, which represent from less
ihan 1 percent to 2 percent of the average flow (part a of figures M-5
to M-8). With the offsets for flow increments, the histograms indicate
reasonably close approximation of normal distribution for Model 1 but a
positively skewed distribution for Model 3. This implies that flow dif-
ferences from Model 3 are not random, which is contrary to what might be
expected from normal natural phenomena. All flow differences between NEW
and OLD models are significant, exceeding 2 percent of flow, but the fre-
quency of occurrence is reduced drastically for flow differences in excess
of slightly higher percentages of flow. The flow differences are eliminated
at the 4-percent level in Model 1 and at the 5-percent level in Model 3
(part b of figures M-5 to M-8 and table 3). The use of daily or hourly time
scales had little effect in Model 1, but a large effect in Model 3, where
the flow differences are more persistent and the daily computational incre-
ments indicate considerable loss of accuracy (table 3).

TABLE 3.--Comparison of daily flows computed by NEW and OLD
models: NEW - OLD

Model Time scale Percent of days with flow
differences in excess of:

2% 3% 4% 5%

1 Daily 100 39 0 0

1 Hourly 100 41 0 0

3 Daily 100 100 100 0

3 Hourly 100 100 15 0

10
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Additional examination of computed flows permits further evaluation of
flow differences and indicates the reasons for their variation. Comparison
of the average annual flows shows generally good agreement between NEW
models, with nearly identical values from both time scales for each model.
The agreement of average flows from the OLD models is less accurate. Both
time scales produced lower (3 percent) but similar average flows in the OLD
Model 1, while Model 3 daily computations produced about a l-percent lower
average value than hourly computations and the two values are Z-percent and
l-percent lower, respectively, than in Model 1. The combined effect of
these differences is to produce flow differences between NEW and OLD models
that attain 3 percent of average flow for Model 1, with both time scales,
and average about 4 percent for Model 3, with nearly l-percent negative dif-
ference between the hourly and daily time scales. Recalibration of NEW
models produced results that are verified between both the models and the
time scales, while OLD models produce significant flow differences between
the models and a small time scale difference in Model 3. It appears that
OLD Model 3 was undercalibrated, producing lower flows. The use of daily
time scales in Model 3, spanning a reach of reduced river velocities, pro-
duced additional loss of accuracy in the OLD model, but eliminated it in the
NEW model.

Past flow comparisons between different models (Derecki, 1978) show that
the biggest flow differences normally occur during winter because of ice-
cover and related backwater effects. Concentrated ice cover normally forms
in the lower reaches of the St. Clair  River, modifies the normal river pro-
file with progressively decreasing effect upstream, and affects flow com-
putations based on the normal river profile. The upper river reaches,
having steeper slopes and being farther removed from ice concentrations, are
less susceptible to ice-cover effects, and the upper models are considered
to be more accurate during winter. This analogy also holds for the present
comparison of different models, discussed in detail in the last section.
The above analogy does not hold for the comparison of the same models with
different configurations, because individual models are affected similarly
by the ice effects regardless of configuration.

3.4. Wind Stress Effects

The effects of wind stress on daily flow computations with both daily
and hourly time scales are analyzed from the comparison of individual NE%'
models (l-3), shown in figures M-V to M-14 and summarized in table 4. The
impact of the wind stress term on daily flows is insignificant in Models 1
and 2, representing the upper reach of the river, but exerts a small
influence in Model 3 for the lower ieach. The resultant wind direction for
the year (1977) was from the WSW (250')  and is aligned similarly with the
general orientation of both reaches, which have an overall flow direction of
15O, varying from NNE to SSW. However, the lower reach is relatively
straight, twice as long, and has reduced water velocities, allowing wind for-
ces to exert more influence. The opposing directions of resultant wind and
river flow (125')  tend to retard the flow, as indicated by a slight negative
bias of the histograms. Since stronger winds are normally of short dura-
tion, models with hourly time scales also show slightly larger wind effects.

11



TABLE 4.--Coqarison  of wind stress effects on daily fbW
c o m p u t a t i o n s : wind - n o  w i n d

Model Time scale Percent of days with flow
differences in excess of 2%

NEW 1 Daily 0

1 Hourly 0

2 Daily 0

2 Hourly 0

3 Daily 1

3 Hourly 1

In Models 1 and 2 almost all flow differences are within + 50 m3 s-1 and all
within + 100 m3 s-l , and all are below the 2-percent significant flow dif-
ference-(figures M-9 to M-12). In Model 3 the range of flow differences is
twice as large, but nearly all flow differences are within 2 percent and all
within 4 percent of the average flow (figures M-13 to M-14). The percentage
of days with significant flow differences in Model 3 is 1 percent for both
time scales (table 4). Generally, the wind stress term can be disregarded
in computing daily flows with only slight overestimation of flow. However,
wind effects may be significant during shorter periods and should be con-
sidered for hourly fluctuations of flow.

3.5. Time Scale Effects

The effects of daily and hourly computational time increments on daily
flows were assessed by comparing flow differences between the two time
scales obtained with various individual models. In the NEW models, both with
and without wind configurations were used in this comparison, which iS shown
in figures M-15 to M-22 and summarized in table 5. The results are generally
similar to those described for the wind stress effects, except that most
histograms show a slight positive bias, which means that flows computed with
the daily time scales are slightly higher. An exception to the above is the
OLD Model 3 (figure M-22a). which shows a negative offset of about 40 m3 s-l
in the distribution of flow differences. This amounts to nearly 1 percent
of the average flow and indicates slightly lower flows for the daily time
SK&?. It also a&es with results discussed previously in section 3.3.

12



TABLE 5.--Comparison of daily and hourly time scabs On
daily flow computations: Daily - hourly

Model Configuration Percent of days with flow
differences in excess of 2%

- -

NEW 1 No wind 0

1 Wind 0

2 No wind 0

3 No wind 0

3 Wind 1

OLD 1 No wind 0

3 No wind 0

Most flow differences for various runs are confined within the range of
+ 50 m3 s-l and nearly all within + 100 m3 s-1 or below the 2-percent signi--
ficant flow difference. All models with the wind option are a little more
sensitive to the time scale selection, showing a slightly increased range of
flow differences, but only Model 3 indicates a significant increase in the
number of flow'differences in excess of 2 percent of'average flow, with 1.
percent (table 5). Thus, the St. Clair River flows for daily or longer
periods can be computed by disregarding wind stress and using daily time
scales, with only slight overestimation of the river discharge. Comparison
results for this and the preceding section also show, that during more inten-
sive short-period flow fluctuations, the effects of wind stress may be signi-,
ficant and should be considered.

3.6. Effect of Daily Winds on Hourly Models

The U.S. National Weather Service short-period wind data are normally
stored for synoptic hours, at 3-hr intervals; hourly wind data are generally
not available. In the present study, the Canadian hourly wind data were
used, which permitted matching of the time scales between the models and
wind data. HOWFEi-, one of the questions raised when modifying the models
for the surface wind stress was the effect of different time scales on flow
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computations. This effect was evaluated with resultant daily winds used in
hourly models. Comparisons of daily flow differences computed with hourly
models containing daily and hourly wind configurations are shown in figures
M-23 to H-25 and summarized in table 6. The results show no significant
differences or loss of accuracy in daily flow computations, but this com-
parison is mainly academic since neither wind nor time scales were very
significant for daily flows.

3.7. Comparison of Different Models

Comparison of daily flows obtained with different models under various
configurations is shown in figures M-26 to M-39 and summarized in table 7.
The results show that daily flow differences between different models are
much greater than any variations between the individual models, with only
small influence exerted by various model configurations. The range of flow
differences between different models is about 10 times greater than for the
individual models. The extreme flow differences exceed + 1,000 m3 s-1 or
about 20 percent of the average flow between Model 1 and-the other two
models, but are reduced in half to about + 500 m3 6-l or 10 percent of the
average flow between Models 2 and 3. All-histograms show reasonably close
approximations of normal distribution, with a slight negative bias between
Models 1 and 2 (figures M-26 to M-29), very little if any bias between
Models 1 and 3 (figures M-30 to M-33=),  and a slight positive bias with a
reduced range of flow differences between Models 2 and 3 (figures M-34 to
M-37~~). The histograms for flow differences between the OLD Models 1 and 3
(part a of figures M-38 to M-39) also indicate some positive bias for the
daily time scale, but the OLD Model 3 was shown previously to underestimate
the flows, with larger underestimates at this time scale.

TABLE 6.--Coqx~ison of daily flows computed tith hourly models
using daily and hourly winds: Daily - hourly

Model Configuration Percent of days with flows

differences in excess of 2%

NEW 1 Hourly model, daily and hourly winds 0

2 Hourly model, daily and hourly winds 0

3 Hourly model, daily and hourly winds 0

14



TABLE 7.--Comparison of daily flows computed with different
models and configurations

Model Configuration Percent of days with flow
differences in excess of:
2% 5% 10% 15%

NEWl-2

l - 2

l - 2

l - 2

l - 3

l - 3

l - 3

l - 3

2 - 3

2 - 3

2 - 3

2 - 3

OLD 1 - 3

1 - 3

Daily, no wind 54 23

Daily, wind 54 23

Hourly, no wind 54 22

Hourly, wind 53 22

Daily, no wind 48 26

Daily, wind 47 24

Hourly, no wind 50 24

Hourly, wind 47 24

Daily, no wind 35 5

Daily, wind 35 5

Hourly, no wind 36 5

Hourly, wind 38 5

Daily, no wind 57 23

Hourly, no wind 49 22

3

3

3

3

3

3

3

3

0

0

0

0

3

2

Because of the large flow differences between different models, an unac-
ceptably high percentage of days (46 percent) exceeded the 2-percent signi-
ficant flow difference, as shown in the cumulative frequency curves and the
summary table. Approximately one-quarter of the days could be attributed to
winter season and related ice effects, while nearly one-half of the days for
the combined comparison of all models exceeded the significant flow dif-
ference. The highest number of days with flow differencks  in excess of 2
percent of average flow was between Model 1 and 2, with 54 percent, followed
closely by those between Model 1 and 3, with 48 percent, while the lowest
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percentage was between Models 2 and 3, with 36 percent. These high frequen-
cies of occurrence in the flow differences are reduced drastically for
higher specified percentages of flow, but are not eliminated entirely even
at the 15-percent level for comparisons involving Model 1 (3 percent), and
the lo-percent level between Models 2 and 3 (1 percent). Without Model 1,
the comparability between Models 2 and 3 is much better, attaining similar
accuracy at about a 5-percent lower level of average flow.

The high frequency of significant flow differences is also drastically
reduced for longer time periods, such as weekly or monthly flows, but the
above comparisons indicate generally poor results from the models for com-
puting daily flows, especially with Model 1. This contradicts previous
evaluation results for the relative model accuracy, as well as past flow
comparison studies (Derecki, 1978). Additional evaluation of monthly flows
shows a greatly reduced frequency of larger differences than is indicated by
the combined annual comparison of daily flows. Most monthly flows obtained
with different models agree within 2 percent and the flow differences are
frequently smaller than 1 percent. Larger flow differences are normally
restricted to winter months. The comparison showed that all monthly flow
differences during winter between the upper and lower models, sequentially,
are negative and indicate ice effects. The larger flow differences are
between Model 1 and the other models because the Fort Gratiot gage, located
at the confluence of Lake Huron and the St. Clair River, is basically unaf-
fected by ice conditions downstream, while all other river gages are. With
the reduced river fall because of ice effects, Model 1 produces lower flows,
while in other models the reduced river fall is counterbalanced by raised
water levels at the gages involved. This shows that only Model 1 substan-
tially eliminates the ice effects, and thus it is more accurate during
winter.

Verification of ice effects during winter is provided by figures 40-42,
which show daily water level differences or river falls for the upper and
lower reaches of each model. The figures also show periods of missing gage
data, with days of records either completely missing or eliminated by the
6-hr restriction. The figures clearly show that ice affected the normal
river profile and consequently river flow throughout January, February, and
December, although nearly all December data for Model 1 (Fort Gratiot) were
missing. The missing data periods eliminated approximately 50 days from the
daily flow comparisons between Model 1 and the other two models, and about a
month between Models 2 and 3. Another feature shown by the figures is the
periods of large fluctuations from the normal river profile during the open-
water season, with contradicting trends (up or down) indicated by the two
reaches comprising the model. These periods occurring during July, August,
and November in the FG-MBR reach of Model 1 (figure 40) and a few days in
July for the DP-MBR reach of Model 2 (figure 41) were identified as artifi-
cial fluctuations caused by the Fort Gratiot and Dunn Paper gage malfunc-
tions. Another indication of the Fort Gratiot gage malfunctions is the
daily water level differences between the Lake Huron gage at Lakeport and
the Fort Gratiot gage (figure 43). A comparison of figures 40 and 43 shows
that the fluctuations during July, August, and November have exactly oppo-
site trends and must be caused artificially by the Fort Gratiot gage
malfunctions. Figure 43 also shows that Fort Gratiot is not affected by ice
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conditions in the river. In contrast to these gage malfunctions, the
natural variations in the river profile,
during winter or winds,

such as those caused by ice effects

42),
as in November for Models 2 and 3 (figures 41 and

show a similar trend in the fluctuations for both model reaches. The
Fort Gratiot gage malfunctions during the 3 months eliminated an additional
period of about a month from a valid comparison of daily flows involving
Model 1. In the other two models, only a few additional days were elimi-
nated.

The seasonal breakdown of daily flow differences between various models
is indicated in table 8, which shows a comparison between annual, winter,
and open-water seasons for the daily time scale and no wind configuration.
This, the most basic configuration, was selected for the comparison since
various configurations had little effect on daily flow computations. The
table shows that there is practically no difference between the annual and
seasonal values for Models 2 and 3, indicating that these models are not
very sensitive to ice effects. In contrast, the flow differences between
Model 1 and the other models show a very large ice effect during winter,
verifying river conditions indicated in figures 40-42. The largest winter
flow differences are between Models 1 and 3, indicating that Model 2 is a
little more sensitive to ice effects than Model 3, but only Model 1 substan-
tially eliminates ice effects. It is, therefore, essential that the Fort
Gratiot gage be maintained in proper operating condition and Model 1 be
available for winter flow computations. During the open-water season, flow
differences between Model 1 and the other models are greatly reduced, and
comparable between all models when corrected for gage malfunctions, pri-
marily at Fort Gratiot. The accuracy of all models for daily flow com-
putations is adequate at the 5-percent level of average flow, where only 3-4
percent of the days exceed that flow during the open-water season. The indi-
cated large differences between the models are valid during the winter,
since Models 2 and 3 are not very sensitive to ice effects, while Model 1 is,
and thus is more accurate during winter. However, all models are calibrated
for open-water conditions and require verification/recalibration for winter
flows affected,by ice, based on the actual river velocities.

4. CONCLUSIONS

This report describes current modifications for the St. Clair River
dynamic flow models and presents flow comparisons to assist potential users
in the selection of the proper model configuration for a particular applica-
tion. The three available models can be operated on hourly or daily time
scales, with and without surface wind stress effects. Generally, most users
can be satisfied with daily models without the wind option, since both wind
and time scales have little effect on daily or longer-period flows. For
more intensive short-period flow fluctuations, hourly models with the wind
option should be considered. During the open-water season, either of the
three models can give satisfactory results, with the accuracy of various
models within 5 percent for daily flows. During the winter, ice may affect
the accuracy of flow computations and model differences may exceed 15 per-
cent of daily flow; Model 1 (FG-MBR-DD)  for the upper  river reach is the
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TABLE 8.--season& comparison of daily flows computed by
NEW models with configurations: Daily, no wind

Seasonal Mod?1 Percent of days with flow
differences in excess of:

2% 5% 10% 15%

Annual l - 2 54

1 - 3 48

2 - 3 35

Winter 1 - 2

1 - 3

2 - 3

Open-water 1-q

1 - 3

2 - 3

Corrected* 1 - 2 37

open-water 1 - 3 29

2 - 3 33

95

100

39

45

37

34

23

26

5

66

82

7

14

13

4

4

4

3

5

9

1

10

30

0

4

4

1

0

0

0

3

3

0

5

7

0

2

2

0

0

0

0

*Open-water correction based on elimination of isolated
periods with water level gage malfunctions.
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most suitable for eliminating ice effects, and it is therefore essential
that the Fort Gratiot gage be maintained in proper operating condition.
However, all models may contain some ice effect and should be recalibrated
when winter river velocity measurements are available.
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Appendix A, GENERALIZED ST. CLAIR RIVER DAILY FLOW MODEL, INPUT, AND OUTPUT

INL'GT: I. Time Scales--select generalized model with desired time scale.

A. (SCRFLOH)--Hourly

B. (SCRFL0)--Daily;

II. Options--specify numbered opttons in indicated sequence (A-C):

A. Model Selection:

(1)--Model 1, upper (FG-MBR-DD)

(2)--Model 2, middle (DP-XBR-DD)

(3)--Model 3, lower (MBR-DD-SC)

B. Wind Options:

(0)--Without wind

(1)--With wind

C. Output Units:

(0)--English

(l)--Metric (SI).
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TABLE A-9.--%. Clair River daily model output for Model 1, with wind stress, metric, Pecembe,?, 1978

DP”

1
2
3
4

6
7
0
9

10
11
:z
13

E 14
15
16
17
18
19
20
21

23
31
31

AIYE

PIEAS.
LID

LEYEL

175.97
175.99
175.89
175.86
175.95
175.97
175.92
175.96
175.93
175.98
175.9,
175.89
175.97
175.93
175.89
I75.31
176.00
175.95
175.09
175.03
175.90
175.86
175.92
175.83
175.92
175.92
175.92
175.91
175.00
175.80
175.92

175.9,

COMP. CCIHP * “ELS.
llBR OP FG

LEYEL LE “EL LEVEL

176,lO 176.25 176.32
176.11 176.27 176.3+
175.99 176.12 176.17
175.94 176.04 176.09
176.03 176.11 176.16
176 *DO 176.21 176.27
176705 176.20 176.27
176.07 176.2: ,76*27
176.1, 176 26 176.,3.
176.1, 176.26 176.3JL
176.07 176.24 176.33'
175.97 176.DP 176.13.
176 .oo 176.20 176.26
176."4 176.17 176.24+
176.00 176.12 176.17
176.03 176.17 176.24
176.12 176.2R 176.55
176.00 176 22 ,76.31*
176.04 176.22 176.3,E
175.99 176.08 176.14
176.00 176.12 176.18.
175-96 176.07 176.12.
176.03 176.16 176.22
175.94 176.07 176.14
176.02 176.14 176.20
175.04 176.18 176.25.
176.05 176.15 176.26.
176.09 176.20 176.27
175.92 176.07 176.13
175c90 176.01 176.07
176.Cl 176.12 176.17

176.03 176.,h 176.23

tow.
00

FLOY

tow.
“BR

FLOY

5867. 5067.
5962. 5963.
5279. 527,.
4745. 9745.
4495. 499.3.
5397 I 5397.
5806. 5009.
5576. 5578.
5058. 5859.
5916. 5916.
6405. 6403.
4890. 4008.
5419, 5424.
5442. 5439.
5222. 5221.
5698. 5699.
6001. 6004.
5979. 5977.
6446. 6445.
5446. 5*43.
5270. 5274.
4993. 9990.
5470. 5474.
5395. 5391.
5290. 5295.
5647. 5646.
5781‘ 5781.
5974. 5973.
5589. 5584.
5040. 5048.
4964. 4968.

5525. 5525.

cow. “EAS.
FG MBR

FLOY CHECK

5867. x76.1*
5965. 176.09
527,. 176.05
4744. 175.96
4501. 176.03
5390. *76.08*
5803. 176.02.
5579. 176.06
506‘. 176.08
5915. 176.07
6403. 176.01
4885. 175.97
5927. 176.04
5437. 176.02
5220. 175.97
5700. 175.49
b006. 176.05
5975. 176.03
6445. 175.40
5440. 175.93
5276 I 176.00
4900. 175.97
5476. 176.03
5380. 175.94
5298 * 176.03
5646. 176.04
5781. 176.05
5973. 176.03
5581. 175.9,
5049. 175.09
497,. 176.03

5525. 176.01

cc-n,
*RR
DE",

.no

.*3
-.06
-.02
-.CO
.?l
.03
.Cl
.t3
.03
.Ch
.Fl
.!I3
.02
.05
.04
.‘8
.t5
.06
.01

-.OCl
-.02
.00

-."0
-.01
-.OO
.OO
.Pl
.02
.oo

-.32

.",

176.92E
176.92E
176.92E
176.92E
176.92E
176.92E
176.92E
176.9ZE
176.92E
176.92f
176.92E
176 .?2E
176.92E
176.92E
176.92E
176.92C
176.92E
,76.2,+
176.14
176.06
176.13
176.10
176.18
176.08
176.17
176.19
176.19
176.18
176.03
176.03
176.18

176.56

NOTE: (*)--indicates partial records, with some missing data.
(E)--indicates  estimates based on preceding periods for completely mi;sing data.

YIN0
“El..
KHH

10.3
10.5
16.7
31.4
24.3
11.0
9.5

il.6
26.6
25.1
15.1
20."
31.4
28.2
29.0
14.8
Z0.6
9.2
7.9
14.0
50.3
24.9
11.1
12.6
25.6
,o.o
22.9
5to

21.6
19.2
5.7

YIN0
DIR.
DEG.

240.
301.
141.
239.
216.
265.
119.
321.
285.
267.
197.
208.
257.
230.
222.
201.
200.
336.
108.
137.
275.
229.
213.
149.
260.
767.
273.
234.
124.
159.
45.



PROGRAM SCRFLO CINPUT~OUTPUT~TAPE5=INPUl~lAPE6=OUTPUl~
1 TAPE22~TAPE~3rTAPE24YlAPEll~lAPEl4,lAPE~5~

C UPPER ST. CLAIP RIVER UNSTEADY FLOY MODEL
C FR4NK H. QUINN PROGRAMMER

COMMON IHDUR(24r31)rMEAN(31)rnEn  rMAXV(31)1HPXDC31~
COMMON HINH~?l)~NINDC31)
COMMON MAXM(4)~MINt4~4)~IC~IGEAGE,~ONAA~IYRR
DIMENSION AA~~oO~,ABAS~lOO~rDATU~lOO~~AT~lOO~~X~lOO~~STA~Bo~

DIMENSION YS(50.BO)r  Q(55.80)rYVCCT(160)Y XMTRX(160*160)
DIHENSION T~1O0~~AN~l@0~~A~100~~U~lOO~,R~lOO~~~A~1O0~
DIMENSION SUR(l2),AVEf12)rADJC4),UUOrALPH(BO)
DIMENSION IGAGE(' ISET(4)~AZ(100)~AZMllOO)
DIMENSION 1PAR(B@,31),UY0~730)~ALPH00
DInEhlSION OLD(4)
DIMENSION BMTRX(~~OI~),XL(~BO)
DATA ~S1~~I~,1=lr39~/132270.,134290.~135330.~144970.~145980.~
1148430.~151480.~155470.~161350.~162B10.~1633R0.~165930.~1664BO.~
21669B0..170920.~1B24BO.~ 190400.r193480.~195410.,196410.~
319779O.r199240.,199520 .r200530.r200B40.~202140.,202570.~202920.~
4203970.12~42BO.12046OO.~2O5D3O.,2C532~.,2O6O3O.,20635O.~2O6790.~
5207093.r20764C.v2O797O./
DATA ~ABAS~I~rI=1r39~/66300.~65600.,77~00.~61500.~546~0.~659"0..
175600.r62600.~64300.,71600.,70700 .~64400.,6B300.,6B400.,57100.~
25BB00.r50700.,76000.,76000.~67BO0.~493@0.~
350200.~53100..47300.~4B200..64900.~~560O.~5520O.~497~0.~44000~~
43340o.t32~no.~2asao.r3470O.,35c~c.r33roo.r4oeoO.l45ec0..575O~./
DATA ~DATU(I~rI~1,39~/574.10,574.10~574.20~574.40~574.40~574.50~
1574.70,574.70~574.80~s74.90~574.90~574.90,574.90~574.90*575.10*
2575.40r575.70r575.70~575.Bo~575.ao~575.Bo~
3575.90.575.90~576.00~576.00~576.10~576.10~576.1C~576.10~576.10~
4576,10~576.10~576.10~576.3~~576.30~576.40~576.4O~576.5O~576.7O/
DATA ~AT~I~~1:1~39~/2280.~2760.~30B0.,1960..1B40.,2420.~3120.~
12640.~2660.,3290.r3490.~2630.~2400.~2250.,1B90.~21B0.,1B40.~2500.~
2263r).,2590.r1620.r1360.r1360..1320.r1400.r14~0.~1520~t1480.r1360.~
31220.rlODO.r940.~88o.~92o.~loaC.~lGoo.~laoo.*l32~~*lRoo.~
DATA (~Z~I~~I=1~39~/3+8.,3*10.~2~177~~5~1B.~2*~4.~44.~31.~3*14.~
l3*143.r4+161.~5+3.,7*30./
DATA IGESlfEST  f/
DATA IBLANK I# fl
DATA IAST /#+ f/

C
C READ BEGINNING YEAR AND MONTH; ENDING YEAR AND MONTH: MODEL,
C YIN0 AND flETRIC OPTIONSM  715 FORMAT.

1 READ (541001) IYRA~HONA~IYRB~MONBIMOOEL~IUIND~METRIC
IF (EOF(5)) 70.3

3 IF (IYIND.EQ.0)  GO TO 100
C
C READ YINDS FROW DISC IN MPH AND DEGREES, 1977-1978.

IF CIYRA.EQ.1977.OR.IYRA.EQ.197B)  GO TO 99
IF (IYRB.EQ.1977.OR.IYRB.EQ.1978)  GO TO 99
GO TO 100

99 REUIND 14
REYIND 15
READ Cl4.1017) (UUD(J)~J:1~730)
READ (15,lFle) (ALPHDCJ)rJ=lr733)

1"O CONTINUE
C

FIGURE A-44.--Generalized St. Cl&r River daiZy fLow model.
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C SELECT AND SET PARAMETERS FOR INDIVIDUAL REACHES
GO TO (lB1,102~103),~ODEL

C
C MODEL NO. 1, FG-DP-MBR-DO.

101 NRM-23
NRAN=S
NK 114
NK2=22
Al:O.
81;. 0225
A2=. 0003506
B2=-.1721B
IGAGEC1):14RB7
IGAGEC2>=14098
IGAGE(3)=14090
IGAGE(4)=14096
OLor1)=579.53
OLDC21=580.92
0L0C3)=590.99
oL0(4)=580.44

I)
I)

I-16
DO 111 J~1.24
STACJ)=STAlI)
ABAS(J)=ABAS(
DATUCJ)=DATU1
AT(J)=ATlI)
AZ(J)=AZ(I)
1=1+1

111 CONTINUE
GO TO 104

C
C ROOEL NO. 2, LIP-HER-DD.

102 NRM=21
NRAN=3
NKl:4
NK2=0
Al=O.
B1=.0225
A2=.0002297
B2=-.1!327B
IGAGE(1):14?!87
IGAGE(2)=14096
IGAGE(3)=14090
OLD(1)=579.53
OLD(2)=580.44
oLD(3;=580.09
I-16
DO 112 J=1122
STA(J)=STA(I)
AFlAS(J)=ABASCI)
OATUCJ)=ClATU~I)
AT(J)=ATCI)
AZ(J)=AZCI)
x=1+1

112 CONTINUE
GO TO 104

C

FIGURE A-44.--Continued.
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C nODEL NO. 3, MRR-DO-WV-SC.
103 YRH=lB

NRAN-15
NK1=14
NK2=16
Al=O.
B1=.0240
A2:O.
82: 90225

104
C
C

C

4
C
C

41

IGAGE(l)=140BO
IGAGE(2)=14090
IGAGE(3)=140B4
IGAGE(4)=140t37
OLDft)=578.50
OLD(2>=5BO.09
0L0(3)=579.01
oLD(4):579.53
CONTINUE

SET PARAYETERS CORKON TO ALL MODELS
L=NRAN+l
NYR=NRM+l
COMPUTE DISTANCES BETUEEN SECTIONS
DO 4 I=l.NRM
J-I*1
X(I)=STA(J)-STACI)

URITE BASIC DATA
URITF (6.3000)
URITE (6,3019)
URITE (6.3020)
DO
UR
IF
IF
IF
IF
IF
IF

41 I=lrNMR
ITE (6,30301 STA(I)rABAS(I)
(STA(I).EQ.132270.) URITE
(STA(I).EQ.l669BO.) URITE
(STA(I).EQ.182480.) URKTE,
(STA(I).‘Q.195410.) URITE
(STA(I).EQ.207096.) YRITE
(STA(I).EQ.207970.) URITE

,DATU(I>,AT(I)
(6r302A)
(6.3029)
(6.3031)
(6.3032)
16.3033)
(6.3034)

CONTINUE
URITE (6.3035) AlrSTA(l)vBl
URITE (6.3036) A2rSTA(NHR)rB2
IFIRST = 0
ISETfl) = 1
ISET(2) = NWR
ISET = NWR+l
ISET(4):NMP+2
ADJ(l)=O.
ADJ(2)=0.
ADJ(3)=0.
ADJ(‘))=O.
NUR=NMR+l
NURR=NMR*2
ISTART = 13
IEND = 43
nx=5
NX=6

FIGURE A-44.--Continued.
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NVAR=NRflf2
ANC-24.
00 2 1:1.12

2 suM(II=o.
KKZ=ll
AN(l)= .0235
TH=.75
lH1:.25
MM:0
M=13
KA=24
YON = MCNA
IYR = IYRA

C
C COME HERE EACH MONTH
2800 CONTINUE

C PRINT TITLES AND HEADINGS
YRITE( NX.3000)

IO URITE(NX,l@201IYR
URITE ( NX,lDZIl  ANCtNRM
IF lMODEL.EQ.21 GO TO 117
IF (MODEL.EQ.31  GO TO 417
YRITE (6.10251
URITE C NX.11251
IF (METRIC.EQ.1)  GO TO 217
URITE( NX.1026)
GO TO 1113

217 YRITE (6r102R)
GO TO 118

117 URITE (6.12251
YRITE (6.12261
IF CMETRIC.EQ.11  GO TO 317
YRITE (6.1227)
GO TO 118

317 YRITE (6.12281
GO TO tl8

417 URITE (6.1025)
URITE (6.13261
IF (METRIC.EQ.17  GO TO 517
YRITE (6.10261
GO TO 118

517 URITE (6rlO2BI
118 CONTINUE

C
C READ YATER LEVELS FROM DISC.

IF (IYR.LT.197O.AN0.M00EL.EQ.lI  IGAGEC21=14099
IF ~IYR.LT.1971.AND.M0DEL.EQ.3l  IGAGEClI=l4061
IF tIYR.GE.l97O.AND.MODEL.EQ.ll  ADJ(21=-.lB
IF (IYR.LT.1971.AND.MODEL.EQ.37 ADJ(ll=-.09
IF (IYR.LT.1964.ANO.MODEL.EQ.31  El=.0252
JJJ:3
IF CNK2.GT.O) JJJ=4
DO 2005 JJ=I.JJJ
IU = 1
It = IGAGEfJJ1IIOOCS
IGAG = IGAGE -:c*10000
CA L L  GAGEIOC IUIICIIGAG  rMON~IYR~IB~IT~IDA~IDB1IDCIIERl

FIGURE A-44.--Continued.
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5bOO

C

4000

4005
4010

6000

6005

6010

2000
2005

C
C

IF{ IERi 60~5llOO~60
CONTINUE
KK = 1
DO 2000 J=ISTARTvIEND
ICODE = 16AG
DO 4000 I=lv24
FLAG MISSING DATA.
IFC IHOUR(IrKK))  4005.4005r4000
IPAR(ISET(JJ)rKK> = IBLANK
GO TO 4010
IPARCISET(JJ)rKK) = IAST
CONTINUE
YS(JsISETLJJ)) = 0.0
IF{ MEANCKK) I 6000.6000~6005
YSCJ,ISET(JJ)) = OLDCJJ)
IPAR(ISET(JJ),KK) = IGES
GO TO 6015
CONTINUE
US(J,ISET(JJ)T=(MEAN(KK)  l I B )/lOO.O +ADJ(JJ)
CONTINUE
OLDfJJ) : US(J,ISETCJJ))
KK = KK+l
CONTINUE

233

168

165

169

READ YIN0 CARDS.
CALL NODAYSc IYR~NON~lrNDM~NDYvJD)
IF (IFIRST) 250Or250Rr233
IF (IUINO.EP.0)  GO TO 23
IF (IYR.EQ.1977.OR.IYR.EQ.1978)  GO TO 165
READ (5.1016) lUU(J)rALPHCJ)rJ=2rl3)
READ (5.1016) (UU(J>.ALPHCJ)rJ=14.257
READ (5.1016) (UU(J)rALPH(J)rJ=26r32)
DO 168 J-2.32
ALPH(J)=ALPH(J)‘lO.
GO TO 23
IF (IYR.EP.1978)  NDY=NOY*365
J2:NDY
DO 169 J=2r32
UUCJ)=UUDCJ2)
ALPHCJl=ALPHD(JZ)
J2=J2*1
CONTINUE
GO TO 23

2500 CON1 INUE
IF (IUIND.EQ.0)  GO TO 107
IF (IYR.EQ.1977.OR.IYR.EQ.1978)  GO TO 170
READ (5.1016) ~UU~JlrALPH~J)rJ=13.24>
READ (5,1016) (UU(J),ALPH(J)rJ=25.36)
READ (5,1016) TUU(J),ALPH(Jl,J=37r437
DO 9 J=13r43

9 ALPH(J)=PLPH(J)*IO.__
GO TO 107

170 IF CIYR.EQ.1970)  NDY=NDY+365
J2=NDY
DO 172 5’13143
UU(J)=UUD(JZ)
ALPHtJ)=ALPHD(J2)

FIGURE A-44.--Continued.
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J2=J2+1
172 CONTINUE
107 DO B I=lr12

uu(I1=uu(13)
ALPH(I)=ALPHT13)
US(I.l)=UST13.1)
US(I~NUR):USC13~NUR)
US(I,NURR)=US~13rNURR)

8 USCI.NUR)=US(13rNMRl
DT=ANC+3600.

C++++ INITIALIZE MATRIX t~tt*t**t*t~t*t.t*****.~*******~****.~~***~**.
DO 20 I = 1rNVAR
DO 20 J = IrNVAR

20 XMTRX (1.J) = 0.
C*++* DEFINE CONSTANT CHANNEL PARAHETERS l *t*tttttttt*t*t.t.t***~**~*.

C CORPUTE INITIAL CONDITIONS
XSUM=O.
DO 11 I-IrNRN

11 xsuw:xsuM+xCI)
SLOPE=CUS~lrNRR)-US(l,l~~/XSlJM
NRR=NRM-1
00 12 IslrNRR
J=I+l
US(lVJ)=US(1~I)+SLOPE+X(I)

12 US(L.J)=US(lrJ)
DO 13 I=l,NRR

13AA(I)= ABAS(I)+AT(I)+(US(lrI)-DITU(I)~
15

14

15

16
17

CONTINUE
DO 14 IJK=lrNMR
JJ=IJK+l
A(IJK)=(AACIJK)+AA(JJ)112.
T(IJK>:(AT(IJK>+AT(JJX)/2.
AZM(IJK>=~AZ~IJK)+A.7o)/2.
R(IJKl=A(IJK)IT(IJK)
CONTINUE
00 17 I=lrNRM
IFAI-NRAN) 15r15r16
ANfI)=AlWSCMrl)+Bl
60 TO 17
AN(I)= A2*US(MrNMR)+B2
CONTINUE
Qflrl) :1.4B6'A~l~'R~l~'~~2./3.~~~US~lr2)-YS~lrl~~~~.5/AN~l~
l/X(1)*+.5
00 18 1=2rNMR
PI2rI)=QCl.l)

18 Q(l.I>=QClrl)
KB=48
N=l

23 CONTINUE
N = M+l
LL=l

21 CONTINUE
00 19 I=l.NRM
10=1
1u=1+1
QA~I~=TH/2.~~Q~N~ID~+QIN~IU~~+THl/2.~~Q~H~ID~~Q~~~IU~~

19 UlI)=ABSCQA(I))

FIGURE A-44.--Continued.
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00 7 I=lrNRM
IF(I-NRAN) 59 5. 6

5 AN(I)rAl+US(Mrl)+Bl
G O T 0  7

6 AN(I)= A2+US(MrNMR)*B2
7 CONTINUE

C*+** COMPUTE AREAS AND HYDRAULIC RADIUS l *t****t~ttttt*t+,t*~******~~

DO 24 I-1rNMR
PAAfI): ABAS(I)+AT(I)+(TH+US~N,I)+THl*US~M,I)  -DATU(I))

24 CONTINUE
DO 22 IJK-IYNMR
JJ=IJK+l
A(IJK)=(AA(IJK)+AAfJJ)7~2.
T(IJKI=(AT(IJK)+AT(JJ))/2*
AZR<IJK)=(AZCIJK)+AZ(JJ))~2.
R(IJK)=A(IJK)/T(IJK)

22 CONTINUE
NR:NRN*2

C CONTINUITY EQUATIONS
NRD=NR-1
DO 26 I=lrNRDs2
11=112+1
10=11
IU=ID+l
OYVECT~I~=-~~US~N,ID~+US~N~IU~-US~N~ID~-US~M~IU~~~~2.*OT~+~TH~~O~N~
110) -Q~N,IU~~+TH~~~Q~M~ID~-Q~M~IU~~~/~T~II~~X~~I~~~
XMTRX(I~I)=TH/TTTII)*X~II))
XMTRX(I,I+2)=-XNTRX(IeIT
IFCI .GT. 1) GO TO 25
XMTRXClr2)=1./(2.*DT)
GO TO 26

25 xNTRxCI~I-~~=~./~~.'DT~
XMTRX(I,I+1)=1./(2.fDT)
iF(1 l EQ.NRD) XMTRXCI~I+1)=XRTRX~III*2)
IF (I.EQ.NRD) XRTRX(IYI+P)='J.

26 CONTINUE
C NOMENTOM EQUATIONS

00 27 1=2rNRe2
11=1/2

l+TCII)/CDT*A(II)++2.)
IF<1 .LT. 4 1 GO TO 29
tlXMTRX(I.I-2)=  ~32.2-QA~II~"2.'T~II~I(A(II~~~3.~~/X~II~~TH-QA~~I~

FIGURE A-44.--Continued.
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l’T(II)/(DT+A(II)**2.)
29 ZZZl=AES(QA611))

OPl=32.2+AN~II~“2.‘ZZZl~TH/~2.2O~2~A~II~~~2.*R~II~~~~4./3.~~-QA~II
11 /A(II)**3.*( AACID)-AA 7
2+TH/X~II~-TH*T~II~+(YS~NIID~+US~N1IU~-US~M~ID~-US~M~IU~~/~2.~DT~
3A(II)**2.)
XMTRX~I~I-1)=1.I(2.*A~II)*DT~+Pl
XMTRX(I,I+l)=XMTRXtI,I-1)
IFCI .EQ. NR) XNTRX~I.I):XMTRX~I~I*1)
IF CI.EQ.NR)  XMTRX(I.I+l)=C.

27 CONTINUE
C***+ PRINT OUT NATRIX tt*~tttt.ttttt**t~tt**~~**.~*****.**..***~*..**

DO 201 NN=l.NVAR
DO 201 J-1.5
I=J+NN-3
IF(I)203r203r204

203 BRTRXCNN*J)=O.
GO TO 201

204 BllTRXTNN,J>=XNTRXtN.N1I)
201 CONTINUE

CALL LEQTlB~BMTRX~NVAR~2r2~16O~YVECTllr 160 rO, XL,IER)
NNR=NR+l

C
DO 260 I=l.NNR.2
11=1/2*1
IFCII-NRRX259.258.259

2 5 8  Q(N,NNR)=Q(N,NRR)+YV~CT(NR)
C

CD TO 260
259 Q(N.II)=Q(NIII)+YVECT(I)

C
260 CONTINUE

NNR=NR-2
DO 265 1=2rNNRe2
11:112*1
US(N~II)=US~N~II)+YVECTO

265 CONTINUE
LL=LL+l
Lv=5
00 266 1=2.NNR.2
YVE=ABS(YVECTCI>)
IFCYVE .GT. .002) Lv-1

266 CONTINUE
IFCLV-5)21,5OrSC

50 CONTINUE
JB=N+l
IF (USlN,NUR).LT.SD.)  US(N,NUR)=USCNINK~)-.OOOOODl
IF (NK2.LT.l) GO TO 151
IF (US(N,NURR).LT.5!,.)  USCN,NURR)=US(N,NK2)-.OGGOOL’l

151 DEVl=US(N.NKl)-USCNvNURl
IF(NK2.GT.0) DEV2=USlN,NK2)-USTNeNURR)
NM=MH+l
NM=MM-KKZ
IF(NR)57.57.53

C
C CONVERT ENGLISH TO METRIC.

53 IF (METRIC.EQ.0)  GO TO 54

FIGURE A-44.--Continued.
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CONVl=USCN,l  )/3.28083
CONV2=UStN.MKlT13.2BGB3
IF(YK2.GT.D)  CDNV3=USCN,NK2)/3.28083
CDNV~=US(NINMR)/~.~BOB~
CONV!i=Q~N,l)*.O2832
CDNV6=Q(N~LT’.02832
CONV7=Q (N,NMR) +.02832
CONVB=US(NVNUR)/3.28083
CONVS-CONV2-CDNVB
CONVIO=US(N.NURRl13.2BBB3
CDNVll=CONV3-CONVlO
CONV12=UU~N~‘1.60935

C
C PRINT OUTPUT.
C

IF TMODEL.EQ.2) GO TO 153
URITE (6.1045) NM,MON,CONVlrIPAR~1.NMT.CDNV2~CONV!
lIPAR(ISET~2),NM)rCONV5,CONV61COh  .I.““,,. u-1, ,...,e--.  .-....nrt~vMr~,
2CONV1fl.IPAR(ISET~4),NMl~CONVll,CONVl2,ALPH~N~
GO TO 55

153 URITE (6,1046> NM~llON~CONVlrIPAR(lrNR~~CDNV2~CONV4r
lIPAR1ISET~2~~NR~,CONV5~CONV6rCONV7rCONVB~IPAR~ISET~3~~NM~,CDNV9~
2CONV12,4LPH(N)
GO TO 55

54 IF TRDDEL.EQ.2) GO TO 154
URITE (6.1045) NM.MON.US~N,l~rIPAR~l~NM~.US~N~NKl~.US(N~NK2~~
lUS~N~N~R~rIPAR~IS~T~2~~N~~~Q~N~l~rB~N,L~~Q~N~N~R~.US~N,NUR~~
2IPAR~ISET~3~rNM~rDEVlrYS~NtNURR~~IPAR~ISET~4l~NM~~DEV2~UU~N~~
3ALPH (N)
GO TO 55

154 URITE (6.1046) NM,MON~USTN~l~rIPAR(l,NN~.US~N~NKl)rYS(N~NMR~~
1IPAR~ISET~2~tNM~rQIN~l~rO~N~L~rQ(NINnR~~US~N~NUR~,IPAR~ISET~3l~NR~
2rDEVlrUU(N).ALPHlN)

C
C COMPUTE MEAN VALUES.

55 SUM(l)= SUtl(l)+US(N~19
SUW(2)= SUM(2)+US(N,NKl)
IF(NK2.GT.D) SUM(~)=SUN(~)*USCNINK~)
SUM(4)=SUM(4)+US(N,NMR)
SUM(~)=SUM~S)+QTNI~)
SUMC6)=SUR(6)+QtN~L)
SUR(7):SUMt7)+Q(N,NMR)
SUM(B)=SUMCB)+US(N~NUR7
SUHT9T=SUM(9)+DEVl
SUM(l~)=SUH(lO)*US(NINURR)
SUM~ll)=SUMtll)+DEV2

57 DO 5A I-1vNMR
58 QtJBVI)=2.+Q(N,I)-Q(M*I)

DO 51 1=2rNRM
51 US(JB,I)=2.+US(N,IT-USCMqI)

M=U*l
IF{ M-KB) 2333.2333159

2333 CONTINUE
C
C DAILY RETURN LOOP.

IF{ NM-NOM) 23.59159
59 CONTINUE

FIGURE A-44.--Continued.
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52 DO 65 1-1~11
65 AVE~Il=SUH(IlINM

IF CWETRIC.EQ.0)  GO TO 66
C
C CONVFRT WEANS TO METRIC

AVE(ll=AVE(l>/3.2BBB3
AVE(2I=AVE(2>/3.28083
AVET3l=AVE(3113.28083
AVE(41=AVEt41/3.28083
4VE(Sl=AVE(51*.0283?
AVE(6I=AVE(6I*.G2832
AVEl7loAVE(71*.02832
AVEt81=AVE(8113.2BGB3
AVEt9l=AVEC2l-AVE(Bl
AVE(lDl=AVE~l07/3.2BGB3
AVE(ll)=AVE(31-AVE(l0)

C
C PRINT MEAN VALUES.

66 IF tMODEL.EQ.2) GO TO 67
YRITE (6,1060) lAVE(I)rI=lrllJ
GO TO 60

67 YRITE (6rl061) AVE(l)rAVE(2),AVE(4),AVE(5)rAVE(6).AVE(7),AVElG)~
lAVE(91

C
68 1F~1YR-1YR8)5150.5100160

5100 IF~I4ON-llONB)5l50.6fJr6O
515D CONTINUE

IF(,40N-1213200~3100~310G
3100 IYR=IYR*l
3200 CONTINUE

DO 69 Isl.12
69 SUM(I)=O.

DO 63 I-l*NHR
uS~lrI)=YS~lfrI)
Q~lrI)=P(Pl*I)

63 0(2,1)=Q(JB11)
DO 64 1=2rNRfl

64 US~2rI)=US~JB,Il
C UPDATE MONTH AND YEAR

UON = MON+l
IF{ NON-131 21001 215Ov2150

2150 MON=l
C CHECK TO SEE IF ANY MDRE DATA SHOULD BE PROCESSED
2100 IF( IYR-IYRBT2300~2200r6O
2200 IF< YON-WONBI 2300.2300460
2390 CONTINUE

nn=o
KKi!=O
M = 1
KB=36
ISTART = 2
IEND = 32
IFIRST = 1

C
C MONTHLY RETURN LOOP.

GO TO 28OG
C

FIGURE A-44.--Continued.
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C NEU PARAMETERS OR END PROGRAM LOOP.
65 GO TO 1

C PROGRAM ENDS FPOM EOF IN LABEL NO. 1.
70 STOP

C’f*’ FORMAT STATEMENTS **tttt.tttt~**tt.***tttttttttttttttt+t*t~*****o~ol
1001 FORMAT (715)
1016 FORMAT C20~~12(F3.l~F2.0~1
1017 FORMAT tF4.1)
lOl@ FORMAT (F4.0)
1020 FORMAT(////45X,#ST. CLAIR RIVER TRANSIENT MOOEL#.//r57X~I5rll)
1021 FORMAT C36x,F5.1~1X~tHOUR  TIME INCREMENTS#,llX.I3rlXlfREACHESfr/l)
1025 FORMAT ~l9x,fMEPS.#,4X~#COHP.#~3X,#COnP.f13X~#MEAS.#,5X,#CONP.#~

14X~#COMP.#r4X,#COMP.#~3X~#MEAS.#~4X~#~C-M~#~3X~#MEAS.#~2X~#~C-M~#~
23X~#YINDt~3X~fUINO#)

1125 FORMAT ~21X,#DDfr6X~#MRR#,6X~#DP#~6x~#FG#~7XlfOO#~7X,#MBR#~6X~#FG#
1.6X~tMRR#r6X,t~BR#~6X~#DP#~5X,#DPfr4X~#VEL.#,3X,#DIR.#~

1526 FORMAT ~8xl#DAY#,2X,f~ON#,3X,#LEVEL#,4X,#LEVELf,3X,#LEVEL#,3X,
1#LEVEL#,5X,#FL0U#.5X,#FL0U#,~X~#FL0U#~4X,#C~ECK#~5X~#DEV1~,3X~
2#CHECK#r3Xt#DEV2#r4X,#MPH#,3X,#DEG.#,/)

1028 FORMAT ~8X~#DAY#,2X,#RON#r3X,#LEVEL#~4XlfLEV~L#~3X~#LEVEL#~3X~
l#LEVELf,5X~#FLOU#,5x,#FL~U#,SX~#FLOU#.4X~#CHECK#~5X.#DEVl#~3X~
~#CHECKLI~XI#OEV~#,~X~#KMH#.~X.#DEG.#~/)

1045 FORMAT ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
141~2~2X~F6.71,61~F6.?~3X~F4.1,3X~F4.0)

1046 FORMAT ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
1F6.2rA1~2X~F6.2,3X~F4.1.3X,F4.0~

1060 FORMAT ~/,8X~#AVE#~7X~F6.2~3X~F6~2,2~2X,F6.2~r3X,F7.0~2~2X~F7.G~~
12X,F6.2rlX,2(2X,F6.2)rlXIF6.2)

1061 FORMAT ~1,18X,#AVE#,7X,F6.2~3X~F6.2,2~,F6.2~lX;3~2X~F7.0~~2X~F6.2~
13XvF6.2)

1225 FORMAT ~29Xr#NEAS.#r4Xr#COMP.#~3Xt#flEAS.tt5Xr#COMP.tr4Xr#COMP.fr
1,4X~fCOMP.#r3X~#MEAS,#~5X,#~C-V~#~3X,#UIND#~3X~#UIND~~

1226 FORMAT ~30X~#DOtr7X~#MBRt~5X~#OP#~~X~#OD#~7X~#MBR#,6X~#DP#~6X~
l#MBR#,7X,#MRR#.4X,#VEL.#,3XlfDIR.#)

1227 FORMAT ~1~X~#DAY#r2Y~#~@N#.3X~#L~VEL#~4X~#LEVEL#~3X~#LEVEL#~5X~
1#FLOU#,5X~#FLOU#,5X,#FLOU#,4X,#L~VEL#.5X~#DEVl#~4X~#MPH#~3X~#DEG.#
2*/l

1228 FORMAT ~l~X~fOAY#~2X~#MON#~3X,#LEVEL#~4XltLEVEL#~3X~#LEVEL#~5X~
1#FLOUf~5x~#FLOY#,5XtfFLOU#~4X~#LEVEL#~5X~#OEVl#,4X,#KMH#,3X,#DEG.#
2.1)

1326 FORMAT ~2lX~#SCfr7X~#MV#~6XItDD115X,#NBR#~7X~#SC#~~X~#DD#~6X~#M~R#
1~6X,#MV#~7X~#HV#~6X~#DO#~5X~#DD#.4X~#VEL.#~3X,#DIR.#l

3’00 FORMAT(lH1)
3010 FORMAT (///rZbXe#ST. CLAIR RIVER TRANSIENT MODELft/r36Xsft3ASIC DAT

IAZI
3020 FORMAT ~/r23X,#STA~IONfr5X~#ABASF#.5X~#DATUM#.~X.#UIDTH#~/~
3:28 FORMAT ~#+fr62X,fSl.  CLAIRZ)
3C29 FORMAT (#+#,62X,#MARYSVILLE#)
3030 FORMAT ~20X~Fl0.O~Fl0.0,F10.2 tF10.0)
3031 FORMAT (#+#,62X.#DRY  DOCKt)
3-32 FORMAT (#+#.62X,#MOUTH BLACK RIVERbT
3133 FORMAT (#+#,62X,#DUNN  PAPERf)
3034 FORMAT (#+#,52X,#FORT  GRATIOTZ)
3035 FORMAT (//rl2X,#OOUNSTREAH ROUGHNESS’ N =trF9.7.#  l STAtrF7.0.f +

lf.FR.5)
3136 FORMAT (14X,#UPSTREAM  ROUGHNESSR N =#rF9.7,#  l STAftF7.0.t +#rFB.

15)
END

FIGURE A-44.--Continued.
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